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Validation of a Tool to Evaluate Nursing Students’ Electronic
Health Record Competency in Simulation

Susan McBride, Laura Thomas, Sharon Decker, Matthew Pierce, Shelley Burson,

Huaxin Song, and Katie Haerling (Adamson)

Abstract

AIM The aim of the study was to establish reliability and validity of the Competency Assessment in Simulation of

Electronic Health Records (CASE) tool.

BACKGROUND Effective teaching and learning practices, including valid and reliable assessment of students’
electronic health record (EHR) competency, contribute to safe, high-quality, efficient nursing care.

METHOD The study used a mixed-methods design to test reliability and validity of the CASE tool.

RESULTS A nationally representative sample of faculty from universities representing 27 states provided scores for
videos using the CASE tool. Forty-seven participants completed the first scoring survey; 22 of the 47 participants
(47%) completed the second-round scoring. Intraclass correlation for the final score between the first and second
responses shows the consistency of test-retest reliability (ICC = .78, p < .001).

CONCLUSION The CASE tool provided evidence of validity and reliability in evaluating EHR competency in simulation.

KEY WORDS Competency — Documentation — Electronic Health Records — Simulation

Record Incentive Program and the Health Information Tech-

nology for Economic and Clinical Health Act of 2009 led to
the widespread adoption of electronic health records (EHRs) in am-
bulatory and acute care settings in the United States. With this transi-
tion, the conventional practice of reading through a paper-based
chart to obtain the full picture of a patient shifted into a more complex,
multidimensional process requiring interaction with the electronic en-
vironment. This created a significant change in the way clinicians ac-
cess, read, digest, and use information within the EHR. To prepare
nursing students to practice in a technology-rich environment, nurse
educators must include electronic documentation as part of nurs-
ing school curricula (Wiliams et al., 2021). An objective method to

T he Centers for Medicare & Medicaid Services Electronic Health

evaluate student competency with EHR documentation is needed
to ensure a seamless transition into the workforce.

The aim of this study was to establish the reliability and validity of
the Competency Assessment in Simulation of Electronic Health Re-
cords (CASE) tool for measuring nursing students’ competency with
EHR documentation in simulation. Simulation was used to develop
and test the CASE tool because it provides a safe environment for
students to build competencies without putting patients at risk. Also,
many health care agencies continue to restrict students’ use of the
EHR (Hansbrough et al., 2020).

The CASE tool provides faculty with a psychometrically sound in-
strument to generate valid and reliable results about the quality of
EHR documentation by nursing students in simulation. The tool also
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aligns with Competency Il of the National League for Nursing (NLN)
Nurse Educator Core Competencies: to assess and evaluate student
learning in a variety of settings and in all domains of learning (Halstead,
2019). The CASE tool was designed to focus on assessing EHR doc-
umentation in general, in contrast to vendor-specific EHRs that en-
courages diverse application of the tool for assessment in the psy-
chomotor, affective, and cognitive domains. EHR use in simulation
improves students’ documentation skills through learmer engage-
ment, and those skills translate to the clinical setting, reducing unin-
tended consequences while improving the safety of patient care
(Wilbanks & Aroke, 2020).

BACKGROUND

Tools currently available to faculty for evaluating informatics compe-
tencies are primarily subjective self-assessment tools that evaluate
computer skills (Forman et al., 2020; Ting et al., 2021; Yoon et al.,
2009). This study evaluated the reliability and validity of an objective
EHR documentation evaluation tool. To assess the quality of docu-
mentation in the EHR, the CASE tool was originally developed using
Lynn’s (1986) method of content validity. A combination of nominal
group and Delphi techniques was used to identify 15 domains of best
practice in documentation. Nominal group technique is a structured
method of obtaining consensus among stakeholders. Delphi is a
technique that measures judgment from highly knowledgeable sub-
ject matter experts regarding content for instrument development.
Participants with expertise in academic education, simulation, and in-
formatics provided input into the development of the tool.

The tool evolved over three rounds of Delphi that refined the lan-
guage and provided anchors to promote accurate assessment of
students’ documentation. The results of the Delphi narrowed 15 do-
mains down to 10 domains. After three rounds of Delphi, the final con-
tent validity index score for the instrument was .97 (McBride et al.,
2020). With content validity established, this study focused on estab-
lishing criterion and construct validity and reliability of the tool.

Review of Relevant Literature

The current focus on competency-based learning and technology
competencies established by informatics experts makes the CASE
tool a timely addition to the nurse educator’s toolbox. Simulation cen-
ters across the United States have integrated EHRs into simulation
activities to develop student competencies in documentation (Ravert
etal., 2020; Sweeney et al., 2019). This integration of EHRs is essential
to develop and evaluate students’ competencies in critical functions
such as electronic medication administration, computer provider
order entry, and clinician decision-making (Forman et al., 2020;
McBride et al., 2020).

Simulation provides an active learning environment where stu-
dents can safely use the EHR for documentation, enabling students
to obtain skills in recognizing patient safety issues and competencies
that translate to the clinical setting (Wilbanks & Aroke, 2020).
Simulation-based learmning requires students to actively participate
in dynamic experiences, in contrast to static, traditional modes of
learning. Simulation-based experiences (SBEs) can be conducted
in various settings, including simulation centers, flipped classroom
settings, or in situ (the actual patient care environment), and provided
through multiple modalities, such as standardized patients, manikins,
partial trainers, and avatars (Watts et al., 2021). Research has dem-
onstrated that when SBEs are designed purposefully to meet specific
objectives and integrated appropriately throughout the curriculum,
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the experiences promote clinical judgment, skills acquisition and re-
tention, and interprofessional teamwork, and they have a positive im-
pact on patient outcomes (Fernandez et al., 2017; Mollart et al.,
2021; Watts et al., 2021). However, barriers related to integrating
EHRs into SBEs persist, including the “availability of educational EHRs,
decreased functionality compared with EHRs in clinical use, high ac-
quisition costs, and the labor needs to implement and use educa-
tional EHRs” (Wilbanks et al., 2018, p. 265).

Once an EHR is implemented, nurse educators must be able to
objectively measure the student’'s documentation competency
(Thomas et al., 2023). Competencies establish a standard by which
students can be measured to achieve course outcomes (Giddens,
2020). Englander et al. (2013) define competency as “an observable
ability of a health professional, integrating multiple components such
as knowledge, skills, values, and attitudes” (p. 1089). The American
Association of Colleges of Nursing (AACN, 2021) developed The Es-
sentials: Core Competencies for Professional Nursing Education
using the Englander et al. definition of competency. This document
provides nurse educators with a competency framework to develop
nursing curriculum content for all levels of nursing education (AACN,
2021). Competency frameworks can create structure in nursing edu-
cation and provide consistency in evaluation of knowledge (Bell &
Fredland, 2020). Core competencies related to use of EHRs include
the skills required to obtain appropriate information in a timely man-
ner, use of the information to support clinical judgment, care docu-
mented as part of the patient care routine, and the ethical use of
the computer system with information obtained (McBride et al.,
2020). The development of these competencies requires nursing stu-
dents be provided the time and experiences to process and assimi-
late their learning in a safe environment unencumbered by the fear of
harming a patient (Wilbanks & Aroke, 2020).

SCENARIO DEVELOPMENT

To utilize validated scenarios for this study, current NLN Advancing
Care Excellence (ACE) modules were critiqued, and one unfolding
case was selected as the scenario for the study. ACE scenarios are
established, uniform, unfolding case was scenarios that incorporate
knowledge domains and learning actions into students’ experiences
(NLN, 2022). Based on pilot testing and development strategies,
the Red Yoder ACE.S scenario was chosen for the complexity of care
that would be provided for a patient with a diagnosis of sepsis; it was
enhanced significantly to include electronic documentation and corre-
sponding EHR data. Additional information was added to the sce-
nario to incorporate actions relevant to CASE tool competencies;
these required the learner to appropriately retrieve, interpret, and uti-
lize electronic data. Two expert clinicians were engaged to critique the
Red Yoder case and ensure current practice standards were met as
part of the scenario.

Rater Communication and Instruction

Communication to recruit and enroll faculty as raters took place via
email. NLN recommendations for high-stakes simulation assessment
and training of evaluators on what competence looks like supported
the creation of training materials (Rizzolo et al., 2015). The importance
of well-developed training materials is critical to establish intra- and
interrater reliability among raters for high-stakes assessment of clini-
cal performance in simulation (Holland et al., 2020). A recorded video
explaining each domain of the CASE tool was provided on a web
portal housed on the school of nursing servers. A link to the recorded
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video was provided to each rater prior to viewing the simulated sce-
nario and EHR documentation. The instructions included a standard
vendor-agnostic approach to inspect the EHR for quality of nursing
documentation. Raters were instructed on how to use the CASE tool
to evaluate the competency of EHR documentation during the re-
corded simulated patient experience; common errors the raters
may expect to see in the scenario were included. Qualtrics was used
to house the CASE tool for data collection and analysis.

Theoretical, Conceptual, Philosophical Basis for

the Study

The research team developed the CASE tool as part of a larger pro-
ject, the Electronic Health Record-Enhanced Simulation Program.
This program encompasses the development of the CASE tool for
use with interprofessional teams to develop safe, high-quality EHR
documentation. The overarching framework for the current study
aligns with concepts adopted by the Interprofessional Collaborative
Panel (2011).

The researchers used the model and will further validate its use
with interprofessional teams. According to Plake et al. (2014), a con-
ceptual framework for scoring performance and testing is shaped by
the ways in which test scores will be used. As such, the CASE tool
has gone through conceptual validation for each EHR competency
domain.

The tool has four levels and 10 domains that map to the AACN
Essentials (AACN, 2021). As part of each competency domain, fac-
ulty must assess the expectations of students at different points in
the undergraduate nursing program. For example, using data within
the EHR for critical decision-making at the point of care would be ex-
pected toward the end of an undergraduate program. The four levels
established within the CASE tool can be mapped to the curricula of
undergraduate programs. The conceptual framework underpinning
the CASE tool is reflected in Figure 1.

METHOD

The research design was a mixed-methods study for establishing re-
liability and validity of the CASE tool. The quantitative component rep-
licated a novel approach with video-simulated scenarios demonstrat-
ing competencies within the clinical workflow, virtual education, and
email communication for recruitment and management of partici-
pants (Adamson et al., 2011; Todd et al., 2008). The qualitative com-

CASE Tool Conceptual Framework

Undergraduate Level 4

Tool to Evaluate EHR Competency

ponent utilized a content analysis of the nursing narrative in the com-
ments section for each domain of the CASE tool. The research ques-
tion was: Is the CASE tool a valid and reliable tool to evaluate
competency in use of the EHR within SBEs? Investigators received
an institutional review board (IRB) certificate of exemption for human
subject involvement. The IRB did not require the informed consent
of participants.

Instrumentation

The CASE tool is a 10-item Likert scale instrument based on prior re-
search using nominal group and Delphi techniques to identify domains
of best practice for the use of the EHR for nursing documentation
(McBride et al., 2020). Raters assigned the following performance
scores for the first three domains on the CASE tool: 0 = strongly diis-
agree or incomplete, 1 = disagree with seven or more errors, 2 = neu-
tral with four to six errors, 3 = agree with one to three errors, and 4 =
strongly agree with no errors. The fourth domain is also scored from
0to 4: 0 =strongly disagree or not completed, 1 = disagree or missing
four to five assessments, 2 = neutral or missing two to three assess-
ments, 3 = agree or missing one assessment, 4 = strongly agree with
no errors. The fifth to the tenth domains are scored as either O = not
completed or 1 = no errors. If N/A was selected for the item, the item
would not be included in the final score calculation.

The raters evaluated each domain on the CASE tool for its rele-
vance to the scenario being used, the minimal expectation of EHR
use in that domain given the clinical scenario, expected clinical docu-
mentation behaviors for the scenario, and the education level of the
student. The comments section and open-ended questions were in-
cluded to gain an understanding of how participants interpreted the
domains on the CASE tool and how they rated the observed behav-
iors in the videos. The final score was the percentage calculated
using the sum of the items with scores divided by the maximum
score of those items. Scores of 75 percent or greater were passing
scores, with anything below 75 percent considered failing. In this
study, the investigators determined the minimal expected EHR doc-
umentation behaviors and identified common errors that might vio-
late each domain. Common errors may include inaccurate or incom-
plete documentation, armband discrepancies, missing assessment
data, documenting other when the charting by exception is appropri-
ate, administering incorrect medications, and failing to document
education.

* Level 1, 2 and 3 baseline

* Documentation reflects efficiency demonstrated by
proficient use of EHR software

* Documentation and actions reflect appropriate
response to clinical decision support alerts in EHR

Undergraduate Level 3

“Tevel T and 2 baseline expectations
« Documentation reflects sounds clinical reasoning
«D aligns with professional practice

* D¢ ion of timely and
intervention.

Undergraduate Level 2

* Level 1 baseline expectations
* Documentation is complete with no gaps/omissions
* Appropriate use of structured versus unstructured data

Development

Undergraduate Level 1

Best Practices in Use of the Electronic Health Record (EHR) for Undergraduate Nursing

* D¢ i 1 integrity.
* D ion devoid of i i iati
spelling errors, poor grammar, and emoticons.

* Documentation is consistent with assessed clinical
condition.

Figure 1. CASE tool conceptual framework. The CASE tool conceptual framework contains recommendations on which competencies are expected at which level of a nursing

program based on a Level 1-4 model of curriculum.
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Video Production for Documentation Competencies

To assess the reliability and validity of the CASE tool as an
observation-based performance evaluation instrument, it was helpful
to have standardized, video-recorded scenarios for raters to observe
and score. Video development and production of the standardized
scenarios using the EHR was one of the most challenging compo-
nents of this study protocol. A storyboard of the clinical scenarios
was developed to support standardization of scripting for clinicians
reflecting EHR use. The clinical scenario was standardized, and the
variation was introduced explicit to the EHR. Standardized scenarios
ensure inclusion of the necessary evaluation targets and allow raters
to view a wide range of performance quality (poor, acceptable, good,
and best). Furthermore, video recordings of the standardized scenar-
ios allowed for multiple raters to asynchronously view and score the
same performance to determine the amount of agreement using
the raters’ data.

The research team created archived video scenarios depicting
four degrees of performance in the unfolding Red Yoder scenario
using the EHR to support nursing care delivery and documentation.
Working with clinicians, informaticists, nurse educators, and simula-
tion subject matter experts, performance levels and associated errors
were introduced to determine the poor, acceptable, good, and best
levels of performance reflected in the videos. Correct and incorrect
actions identified by nurse educators through evaluation of EHR doc-
umentation were introduced into the standardized clinical scenarios;
they could be observed or evaluated from inspection of the EHR doc-
umentation to score the video scenarios.

The research team used video hosting and recording software to
produce the video of the clinical care provided. The video of clinical
care was then paired with a live screen capture of the EHR’s use.
Viewers were able to see both videos simultaneously and toggle be-
tween picture-in-picture or side-by-side view.

The nurses caring for Mr. Yoder documented the patient’s ad-
mission and assessment in one of four varying degrees of compe-
tency of electronic nursing documentation within the clinical
workflow. The videos also included an inspection of the documenta-
tion within the EHR that represented a structured, standardized
method for quality based on the 10 domains for the CASE tool. Al-
though the videos were specific screen captures of the EHR vendor
within the simulation center, the approach taken for instrument devel-
opment and use was designed to be generic best practices in use of
the EHR that were not vendor specific. The research team attempted
to develop an efficient yet thorough process to observe clinical per-
formance and EHR use and review the EHR post-simulated docu-
mentation within the EHR.

Participants and Recruitment
Raters were recruited from within the university system and through a
national professional nursing organization. A targeted mailing list from
the Society for Simulation in Healthcare (SSH) was queried to identify
educators who met inclusion criteria for the study. Raters included in
the study were faculty teaching in prelicensure baccalaureate and as-
sociate degree nursing programs in the United States. A minimum of
one year of simulation experience, with clinical experience using an
EHR within the past 10 years, was also required. Raters were ex-
cluded if they failed to provide any scoring.

The SSH list included 342 emails of individuals who were invited
to complete a demographic survey to determine eligibility; of these,
293 completed the demographic survey. A second email was sent

164 May/June 2024

to the 293 respondents, inviting them to view the training video, re-
view the instruction materials, and take part in the initial video scoring.
Forty-seven respondents completed Score 1. A third email was sent
two months after the initial scoring, inviting the participants to rescore
the same video. One round of reminder emails was sent after four
weeks to those who failed to rescore. A total of 28 respondents com-
pleted Score 2.

Landis and Koch (1977) characterized values of reliability coeffi-
cients as follows: slight (.20), fair (.21 to .40), moderate (.41 to .60),
substantial (.61 to .80), and aimost perfect (.8 to 1.00). To achieve
.80 power and a significance level at .05, seven measurements
(raters) per subject (video) were needed for each of four videos to
demonstrate a reliability coefficient >.2 (Donner & Eliasziw, 1987).
With an estimated attrition rate of 20 percent, at least 34 raters need
to be recruited for the studly.

Data Collection and Analysis

After completing the study training, raters were emailed instructions
on accessing and scoring one of the four-level scenarios. The re-
searchers assessed test-retest reliability by having raters score the
same scenario in Rounds 1 and 2. Raters were asked to score the
same video a second time, two months after the initial scoring. Partic-
ipants’ scores were tracked on a Microsoft Excel spreadsheet to en-
sure scores were kept separate and there was no use of previous
scoring. Data collection took place over six months via a secure net-
work using a Qualtrics survey format.

The sequence of the scenarios for Round 1 was randomized for
each rater, blinded for level of performance that the raters reviewed
and scored. The design was not fully crossed because no scenario
was evaluated by all participants. Each participant rated the same
scenario twice. The fully crossed design allows for the assessment
of systematic bias between raters, which in turn helps to improve
the overall estimates of interrater reliability (IRR; Hallgren, 2012). The
videos were named circle, square, triangle, and rectangle to avoid
bias from numerical or alphabetical designations. IBM SPSS© Ver-
sion 29 was used for conducting the following analysis.

VALIDITY Construct validity (both discriminant validity and con-
vergent validity) was verified utilizing exploratory factor analysis
(EFA) with principal component extraction method. Because only
one component/factor was expected, rotation was not applied.
[tems loaded > .40 were considered for the final tool. Factors with ei-
genvalues >1.00 were considered latent variables for evaluation. Cri-
terion validity was verified by evaluating the association between the
CASE tool score and the initial rating of the scenarios.

INTERRATER RELIABILITY Reliability was established to address
measures of consistency. The analysis assessed the consistency
of scores assigned by the different raters using intraclass correla-
tion (ICC) agreement to determine IRR. In this study, this research
design required IRR assessment to demonstrate consistency
among multiple raters’ observational ratings (scores) of the four
randomly assigned and blinded scenarios. We elected to assign
one level of the scenarios to each participant twice with pre/post
review. IRR was evaluated through an ICC based on a two-way
mixed model for absolute agreement and consistency (Koo & Li,
2016; Nichols, 1998).

INTRARATER (TEST-RETEST) RELIABILITY To assess the consis-
tency of scores assigned to the same scenario by the same rater (fac-
ulty) from the first review to the second review, the research team
used the CASE tool's total score to determine the consistency

www.neponline.net
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between the first score and the second score. The ICC consistency is
used across all four scenarios (Shrout & Fleiss, 1979).

INTERNAL CONSISTENCY Internal consistency was examined
as a measure of both reliability and validity, assessing whether
the 10 items of the CASE tool were measuring the same con-
struct. A Cronbach'’s alpha coefficient was used to measure inter-
nal consistency of the items within the instrument.

FINDINGS
Sample Description
The final study sample of raters included faculty from diverse loca-
tions and programs with experience in simulation and EHR docu-
mentation and faculty who may not have had experience with EHR
integration into simulation. Raters were undergraduate or associate
degree nursing faculty: 293 potential raters from 41 states across
the nation and various public and private universities. Raters were ex-
cluded if they failed to provide any scoring. Of the 293 initial respon-
dents, 223 returned the demographic survey; of these 47 (21%)
completed the first scoring survey. Twenty-two of the 47 participants
(47%) completed the second-round scoring survey. The final sample
size for scoring was 47 participants (see Supplemental Content for a
table with participant demographics, http://links.lww.com/NEP/A521).
The 47 participants were randomly assigned to four different
video groups. See Table 1 for the frequency distribution of Score 1
and Score 2 for each level of video performance. The best prac-
tice video was circle, with the poorest performance being trian-
gle. The raters identified the video by shapes assigned to each
level of performance.

Instrument Reliability Test

EFA was conducted using all participants’ responses from the first
round of scoring. One factor is identified with all item factor loading
>.4 (see Supplementary Content for table, http://links.lww.com/
NEP/A522). The ICCs for IRR for each video were between .76
and .90, which indicates absolute agreement between raters,
Cronbach’s alpha = .90, indicating interal consistency. The ICC
for the final score between first and second evaluation shows
test-retest consistency, ICC = .78 (.46, .91), p < .001. From the
multiple regression model, after controlling age and institute, there
is no significant difference in the total score identified between the
four types of videos. However, the pass rate for Video A, which is
designed with the least errors, has the highest pass rate of 60 per-
cent compared with 25 percent, 40 percent, and 47 percent of the
other videos.

Tool to Evaluate EHR Competency

Qualitative Analysis

Quialitative data were derived from rater text data where raters were
asked to add comments as appropriate for noted violations of each
of the domains. Raters were also asked: Is there anything you would
like to share regarding your experiences with use of the CASE tool to
evaluate competencies in use of EHR within simulation? These data
were analyzed and synthesized for qualitative themes.

The text, pulled directly from the Qualtrics survey to ensure accu-
racy, was organized in an Excel file and read and reviewed systemat-
ically to identify key concepts. The concepts were reorganized and
summarized into categorical statements. The data were compared
with participants scoring on the CASE tool to ensure consistency be-
tween scores and comments. Trustworthiness was established
through review of the data by two researchers using the same review
method. Descriptions provided by the raters were brief and de-
scribed reasons for the way the documentation was scored. Com-
ments across the 10 domains of the CASE tool were analyzed into
themes including documentation errors, nursing interventions, tech-
nical issues, and use of the CASE tool.

DOCUMENTATION ERRORS Assessment of each domain of the
CASE tool resulted in comments related directly to documentation
of care provided in the scenario. In general, most of the comments
for each domain related to what was not documented in the EHR
during the scenario. However, participants also stated that the nurse
who did the assessment should have done the documenting, rather
than dictating the assessment to another nurse. Documentation er-
rors that were intentionally placed in the scenarios were recognized
by the participants including “documentation of temperature was in-
correct,” “wound measurement was not described,” “did not chart
skin assessment,” and “documentation did not reflect low BP.” Al-
though most comments related to documentation, others addressed
the provision of nursing interventions and care.

NURSING INTERVENTIONS Comments on the care provided by
the nurses in the scenarios included a participant suggesting that
even though the patient was disoriented, explaining care and provid-
ing patient teaching were warranted. Workarounds were identified
such as medication ordered was not scanned but still given and task
alerts should have been triggered and followed up on for completion.
It should be noted that the intentional integration of documentation
errors resulted in actions by the nurses that would not have been
done in providing optimal patient care. One participant thought that
the scenario was too short, noting that students would not have time
to do a head-to-toe assessment, document appropriately, and com-
plete nursing interventions in 15 minutes. Some of the comments ad-
dressed the ability to see the EHR documentation.

Table 1: Frequency Distribution of Video Scores for Round 1 and Round 2

Video
A B Cc D
Best Practice Acceptable Practice Good Practice Poor Practice Total
Score 1 11 10 12 10 15 47
Score 2 22 6 5 6 B 22

Note. Distribution of video assignment reflected with total count of scores per video. Video A reflected the best competency performance, and
Video D reflected the poorest competency performance within the videos.
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TECHNICAL ISSUES The clarity of one of the videos was the main
technical issue in the study. Although the research team found the
videos clear on review, the participants may have had bandwidth is-
sues that interfered with video playback. Comments included “The
resolution of the EHR screen could be better so the evaluator can
read detail” and “difficult to see documentation at times.” The size
of the screen to view the EHR was another problem for participants.
They were instructed to use the double arrows in the upper right cor-
ner of the screen to switch back and forth between the scenario and
the EHR screen; however, even with enlarging the EHR screen, it was
difficult to view some of the documentation.

USE OF THE CASE TOOL Participants commented on the CASE
tool as helpful for schools but needed to be condensed for faster
scoring. The CASE tool has been put in a more usable, electronic for-
mat that will be posted on the website for faculty use. Other partici-
pants stated that “the CASE tool identifies key aspects associated
with EHR competencies,” “I felt the tool was easy to understand with
clear examples of appropriate and inappropriate behaviors,” “this is a
great tool to teach and for students to practice EHR,” and “[The
CASE tool] is easy to use and does reflect the important (essential)
competencies in the expectations of EHR charting.” One participant
stated, “The assessment tool makes a few generalizations that are
not quantifiable, for example, documentation is honest and demon-
strates professional integrity.”

LIMITATIONS

The convenience sample of faculty raters from across the nation pre-
sented limitations; however, the selection of raters was determined by
inclusion and exclusion criteria. The sample lacked diversity with only
four participants in the first round and two in the second round iden-
tifying as non-White. The most significant limitation of our study was
difficulty in clearly visualizing text and dialogue prompts within the user
interface of the EHR. Some participants reported challenges clearly
noting some of the documentation; other participants did not report
any challenges with the same video. We believe that bandwidth in
certain areas of the nation and the computing equipment of the par-
ticipants may have impacted the quality of video streaming. The
COVID-19 pandemic may have impacted the number of participants
who completed the second component of the study. Because of the
impact of the pandemic on educators, moving from in-person to on-
line instruction for undergraduate students may have led to time con-
straints and their ability to finalize second-round scoring in the study
(Leaver et al., 2022).

DISCUSSION

EHR use in the health care setting necessitates that nursing schools
provide education and practice in electronic documentation as part
of the academic curriculum. Nurse educators must ensure that the
evaluation tools used to assign passing and failing grades are valid
and reliable to provide consistency in student assessment. Compe-
tent electronic documentation ensures accuracy, efficiency, safety,
and privacy of patient information. This study established reliability
and validity of the CASE tool, providing faculty with an objective
method of evaluating students’ electronic documentation in the sim-
ulation environment. In addition, this study fills an important gap in
developing and evaluating critical competencies in using EHRs to
document clinical nursing care delivered; thus, it helps transition
nurses into the practice setting better prepared to deliver and docu-
ment nursing care.
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The methods used in this study replicated the study by Adamson
et al. (2011), which used video scenarios, a virtual classroom,
webinar, and email to further establish the reliability and internal con-
sistency of the Creighton Simulation Evaluation Instrument. Standard-
ized videos provided raters with the opportunity to identify errors in
documentation performance regardless of the EHR vendor. No com-
ments were related to the type of EHR used in the scenarios, making
vendor specificity irrelevant. Raters were able to recognize errors in-
tentionally embedded in the video scenarios without difficulty. It is no-
table that documentation errors also unintentionally introduced pa-
tient care errors in the scenarios.

As reported in this article, reliability and internal consistency were
high when the CASE tool was used by a national sample of nurse fac-
ulty evaluating standardized video simulations. Scoring student doc-
umentation performance using the CASE tool provides educators
with a method to clearly delineate between high and low scorers
and students with midrange scores. It can be a challenge for faculty
to distinguish between students’ scores in the midrange, and this
can be explored more fully in subsequent studies.

Implications for Nurse Educators

The CASE tool provides valid and reliable data reflecting competencies
in use of the EHR. providing nurse educators with a method for evalu-
ating competencies aligned with the AACN essentials (AACN, 2021).
The tool also aligns with international efforts to create educational ma-
terials and methods to evaluate EHR competencies for the digital age
of health care. As such, it should be helpful for educators and also has
the potential to be used in the practice setting to evaluate nursing com-
petencies. Nurse educators might consider how the tool can be uti-
lized to develop educational materials for the different levels of curricula
within undergraduate nursing programs. Furthermore, textual com-
ments reflect the value for nurse educators in using the CASE tool to
evaluate competencies and the potential to further refine and clarify do-
mains. An important lesson learned from this study was the need to
modify existing clinical scenarios, such as the Red Yoder sepsis case,
to include EHR data and information that require the individual to
gather data, analyze, and incorporate information into nursing care.

Implications for Future Research

This study has significant implications for future studies to expand
upon our evaluation strategies for use of the CASE tool. Further rigor-
ous psychometric assessment in different settings with larger and
more diverse samples will provide for refinement of the instrument.
The development and use of additional scenarios with better ability
to visualize and inspect EHR screenshots and documentation quality
would also improve the quality of the IRR data and further delineation
of performance, from best practice to poor practice as well as inter-
mediary performance levels. Further research is needed to evaluate
and compare student competencies between groups who are ex-
posed to different teaching modalities. In addition, the CASE tool
and the methods utilized in the study to map video footage have po-
tential future implications for storyboards to develop gaming technol-
ogies to develop and evaluate EHR competencies. Finally, the tool
may have utility in the clinical setting for evaluating best practices in
clinicians’ performance while using the EHR.

CONCLUSION

Nursing students’ electronic documentation skills are an important
part of their education experience. Simulation centers provide a safe
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environment for students to practice documentation skills before en-
tering the clinical setting. To evaluate nursing student EHR documen-
tation competency, the CASE tool was developed and tested using
recorded clinical video scenarios. Varying documentation quality in
the videos provided a means to test its reliability and validity. The
CASE tool demonstrated agreement in scores between participants
and consistency in measuring the domains on the tool. This study in-
dicates the CASE tool provided evidence of validity and reliability in
evaluating EHR competency in simulation.
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